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Abstract

In quasi-exactly solvable problems partial analytic solutions (energy spectrum
and associated wavefunctions) are obtained if some potential parameters are
assigned specific values. We introduce a new class in which exact solutions are
obtained at a given energy for a special set of values of the potential parameters.
To obtain a larger solution space one varies the energy over a discrete set (the
spectrum) by simply changing the value of a given integer. A unified treatment
that includes the standard as well as the new class of quasi-exactly solvable
problems is presented and a few examples are given. The solution space is
spanned by discrete square integrable basis functions in which the matrix
representation of the Hamiltonian is tridiagonal. Consequently, the wave
equation gives a three-term recursion relation for the expansion coefficients
of the wavefunction. Imposing quasi-exact solvability constraints results in a
complete reduction of the representation to the direct sum of a finite and an
infinite component. The finite is real and exactly solvable, whereas the infinite
is complex and associated with zero norm states. Consequently, the whole
physical space contracts to a finite-dimensional subspace with normalizable
states.

PACS numbers: 03.65.Ge, 03.65.Fd, 03.65.Ca, 02.30.Gp

(Some figures in this article are in colour only in the electronic version)

1. Introduction

One may choose not to disagree with the view that exactly solvable systems are, by some
(debatable) definitions, trivial. Nonetheless, an advantage of obtaining exact solutions of the
wave equation is that the analysis of such solutions makes the conceptual understanding of
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physics straightforward and sometimes intuitive. Moreover, these solutions are valuable means
for checking and improving models and numerical methods introduced for solving complicated
physical systems. In fact, in some limiting cases or for some special circumstances they may
constitute analytic solutions of realistic problems or approximations thereof. In the exactly
solvable class of problems, full analytic solutions (energy spectrum and associated state
functions) could be obtained for a continuous range of values of the physical parameters of the
system. However, elements of this class must be endowed with a high degree of symmetry and
are, in fact, very limited in number. Most of the known exactly solvable problems fall within
distinct classes of, what is referred to as, ‘shape invariant potentials’ [1]. Each class carries a
representation of a given symmetry group. Elements of the solutions in each class could be
transformed into one another by the action of the operators of the associated symmetry algebra.
Supersymmetric quantum mechanics, potential algebras, point canonical transformations and
path integration are four methods among many which are used in the search for exact solutions
of the wave equation. In nonrelativistic quantum mechanics, these developments were carried
out over the years by many researchers where several of these solutions are accounted for and
tabulated (see [1] and references cited therein). This class includes dynamical systems with
potentials like the Coulomb, oscillator, Morse, Poschl-Teller, Hulthén, Scarf, etc.

A larger class of problems is exactly solvable only if the physical parameters of the system
are assigned specific values. Two such classes exist. In the conditionally-exactly solvable
class all energy eigenvalues and corresponding wavefunctions are obtained exactly under the
given constraint on the physical parameters [2]. However, in the quasi-exactly solvable class
of problems only partial solution is possible [3]. That is, only part of the energy spectrum and
associated wavefunctions are obtained exactly under the given parameters constraint. In this
work we introduce a new type of solutions to the latter class where the relationship between
the potential parameters and the energy is interchanged. In other words, the partial solution
is obtained at a specific energy for a special set of values of the potential parameters (referred
to, hereafter, as the ‘parameter spectrum’). Subsequently, we propose a unified treatment that
covers both classes of quasi-exactly solvable problems in which either the potential parameters
are fixed and solutions are obtained for a set of values of the energy (energy spectrum) or
the energy is fixed and solutions are obtained for a set of values of the potential parameters
(the ‘parameter spectrum’). We show that each problem in either class is associated with a
set of polynomials, in the energy or potential parameters, that satisfy a three-term recursion
relation. These polynomials are the expansion coefficients of the wavefunction in a given
square integrable basis. However, not all energy polynomials form orthogonal sets with
respect to a positive energy measure. We also show that solvability requirements of these
problems result in a complete reduction of the representation into the direct sum of a finite and
an infinite component. The finite one is real and solvable, whereas the infinite is complex and
has zero norm states. Several examples will be given to illustrate the utility of the approach.
Some of these examples involve potentials that were not treated in such detail before.

Two types of recursion relations for the energy polynomials are obtained. We associate
with each one a class of solutions. One will be referred to as the ‘diagonal representation’
class and the other as the ‘off-diagonal representation’. In the three-term recursion relation
associated with the former class the energy variable appears, as usual, in the central term of
the recursion, whereas in the latter it appears in either one of the two end terms. The usual
class of quasi-exactly solvable problems belongs to either of the two representations whereas
the new one introduced here belongs only to the off-diagonal representation. Additionally, the
latter class is further divided into two subclasses corresponding to either of the two locations
of the energy variable in the recursion relation. For a given choice of L? basis, it might be
possible that some of these classes or subclasses are empty. In the diagonal representation,
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two quasi-exact solvability conditions are obtained. Each one gives a different constraint
on the parameters of the problem for obtaining exact partial solutions. In the off-diagonal
representation, one of the two solvability constraints limits the quasi-exact solution to only
one value of the energy but leaves more freedom for the problem parameters to vary within
the ‘parameter spectrum’. To obtain a larger solution space in the new class one could vary
the energy over a special discrete set.

The general formulation for the proposed unified treatment of quasi-exact solvability will
be presented in the following section. Starting with a suitable basis, general conditions are
imposed such that the wave equation results in a three-term recursion relation for the expansion
coefficients of the wavefunction. Consequently, two different representations emerge. In the
diagonal representation, the energy appears linearly in the central term of the recursion.
However, in the off-diagonal representation it appears in one of the two end terms. Thereafter,
and in an essential and critical step of the approach, a transformation of the basis is performed
such that the matrix representation of the Hamiltonian (or its equivalent) becomes tridiagonal
and symmetric. Subsequently, a condition is imposed on the parameters of the problem such
that the matrix representation becomes completely reducible into a finite and an infinite part.
General reality and solvability constraints on the finite representation are found. A detailed
treatment of the diagonal representation will be carried out in section 3, where we also illustrate
explicitly the contraction of the solution space. Two sets of examples are given including new
problems that were not treated as such before (e.g., a partner to the Bender—Dunne potential
[4]). The S-wave Morse potential plus an exponentially rising term is also one of the problems
treated in the same section. One of the two subclasses in the off-diagonal representation will be
investigated in section 4, where the solvability constraint results in a solution at only one value
of the energy but for several special values of the potential parameters. This finding introduces
the concept of the ‘parameter spectrum’. The energy polynomials (expansion coefficients of
the wavefunction) do not form an orthogonal set with respect to a positive measure. One of
the examples given includes a problem with the oscillator potential plus the inverse-quartic
potential. Another includes a sum of the Coulomb and oscillator potentials. The other subclass
in the off-diagonal representation will be treated in section 5. The potential example given
there is a generalization of the Morse potential which includes not just the exponential term
and its square but its half-power as well. In the appendix extra examples are listed without
giving the details.

2. General formulation

The time-independent Schrodinger equation for a scalar particle of mass m in the field of a
potential V(x) reads as follows,

2
[—%%+V(x)—E:| YE(x) =0, (2.1)
where x € [x_, x;] € 9 and we have used the atomic units # = m = 1. This is the steady-
state quantum-mechanical equation in one dimension. It could also be considered as the radial
S-wave Schrodinger equation for a particle in spherically symmetric potential where x stands
for the radial coordinate and where x_ = 0 and x, = oco. Moreover, if V(x) contains a term
that could be written as £(¢ + 1)/2)c2 with £ = 0, 1,2, ..., then equation (2.1) could also
be interpreted as describing the dynamics in a spherically symmetric potential with orbital
angular momentum £. Now, for static (steady-state) probability density, the full wavefunction
belongs to the space of square integrable functions. In other words, we can always write it as a
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sum in L? basis functions, {¢, (x) 192 - that are compatible with the domain of the Hamiltonian

2 . .
H, where H = —%dd? + V(x). That is, we can write

V) =Y pud(),

where the expansion coefficients p, are energy-dependent. With a proper choice of weight
function w (x) we can almost always write the basis function as

¢n(-x) = w(Y)yM,

for a suitable coordinate transformation y(Ax), where u and A are real parameters and A
positive with inverse length dimension. Square integrability requires that

X4 1 Y+ 1
/ ¢2(x)dx = — / —w’y?" dy
X Ay Y
be finite for all n, where the prime on y means the derivative with respect to x. We define
h=2)""H, V=217V and e =21""E.

For simplicity and economy of notation, we choose A to be the unit of length. Thus, the action
of the wave operator H — E on the basis could be written as

” d2 //d
(=h+e&)p, =y +Yy ——vte |y

dy? 7 dy
:a)|:y’2d—2+(y”+2y/22/> i+y’2w—”+y”g/ —v+8i| " (2.2)
dy? d ’
y ) dy w ®

where the prime on w stands for the derivative with respect to its argument, y. Therefore, we
can rewrite the wave equation (2.1) as follows,

o(y) Yy un(un — DA®) +unB(y) + C(y) — v(y) +£lpa(e) =0, (2.3)
n=0
where
1 / // /
A = G/9% BO) = - (y” + 2y’23) and  C() =y 4y
y w ) w

Now, for the given basis {¢,(x)}72,, a solution of the system described by the wave
equation (2.1) is obtained whence the wavefunction expansion coefficients {p, ()}, are
determined. Without significant loss of generality, we look for a class of solutions for which
the coefficients p, (¢) satisfy a three-term recursion relation. However, it should be clearly
stated that this, of course, does not necessarily mean that p, (¢) will be a polynomial of degree
nin g. Itis only in special circumstances where this will be the case. We will continue to deal
with the general case but limit our detailed investigation to situations where {p, ()}, are,
in fact, polynomials in ¢ but do not necessarily form an orthogonal set. Now, equation (2.3)
does give the sought-after recursion relation if and only if (i) the functions A(y) and B(y) are
linear sum in the monomials y”, y°** and y°~#, where either 0 = 0 or 0 = %y, and (ii) the
potential function v(y) is chosen such that C(y) — v(y) is also proportional to y° and y°**,
If we write

A(y) = Agy” + A yT + Ay, (2.4a)
B(y) = Byy® + By’ + B_y" ™", (2.4b)
C(y) —v(y) = Coy” +CyTH +CUy" ™1, (2.4¢0)
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where {Ao, A4, By, B+, C§, Ci} are real constant coefficients, then the resulting three-term
recursion relation for o = 0 could be written as

epn(€) = aypn(€) +d; pu_i(€) +dy pusi(€), n>zl1 (2.5

where the recursion coefficients are

—a, = un[(un — 1)A¢ + Bol + Cy. (2.6a)
—d¥ = pn £ D[(un £ p — DAz + B2]+CL, (2.60)

and the initial relation (where n = 0) is

epo(e) = agpo(e) +dg pi1(e).
We choose a normalization in which py := 1 and refer to this case, where ¢ = 0, as the

‘diagonal representation’. On the other hand, for 0 = +u we obtain the following three-term
recursion relation

Cipn(&) = anpn(e) + (d, +€8_) pu_y (&) + (df +£8) pus1 (8), nz=l1 (2.7)
where

Gy = a, + Cy = —pn[(un — 1)Ag + Bol,

and 84 = %, which is either O or 1. The initial relation for this case is

Cipo(e) = aopo(e) + (df +&8,) pi(e),

with pg := 1. This case will be referred to as the ‘off-diagonal representation’.

It must be emphasized that the three-term recursion relations (2.5) and (2.7) are equivalent
to the wave equation (2.1), (H — E)|yyg) = 0. More precisely, they are the matrix
representation of the wave equation in the complete L? basis, {¢, (x)}52- A solution of the
problem is completely determined whence the recursion relations (2.5) or (2.7) are solved for
the expansion coefficients {p,(&)};2,. For example, if the recursion coefficients {a,,, dni }Zio
in (2.5) are known and the choice of normalization is made (e.g., po = 1) then all {p, (e)}52
are determined recursively as follows:

po=1, p1 = (e —ao)/dy, (2.8a)
p2=(d)"'l(e —anpr — dy), (2.8b)
ps = (d3) "' [(e — a)pr — d5 pil, (2.8¢)
po = (d_)) 1€ = @u-1) pucr — d paal. (2.84)

Therefore, throughout this work we limit our investigation to these expansion coefficients.
However, due to the infinite dimensionality of the problem, an exact solution is not guaranteed.
Only when the problem is highly symmetric will such an exact solution be possible.
Nonetheless, if one finds a natural scheme of making the problem finite then an exact
partial solution is possible. In other words, if a method is devised whereby the recursion
relations (2.5) and (2.7) terminate for the first N expansion coefficients, then all {p, (e)}fj;o1
will be completely determined starting with pp = 1 giving an exact evaluation of the total
wavefunction v, (x). Moreover, under some reality constraints the energy spectrum {esn}f:’:_o1
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could be obtained exactly by several methods, one of which as the N-dimensional set of zeros
of the polynomial py (¢).

One can easily verify that the three-term recursion relation (2.5) for the diagonal
representation with the initial value py := 1 gives p,(¢) as a polynomial in ¢ of degree n.
On the other hand, relation (2.7) for the off-diagonal representation with ¢ = —pu gives p, (¢)
as a polynomial of degree 5 (degree "—;l) for even (odd) n. However, for 0 = +u, p,(¢)
will be a ratio of a polynomial of degree 5 (degree ”2;') over a polynomial of degree n for
even (odd) n, respectively. Nonetheless, in the off-diagonal representation (o = =) and for
a fixed value of the energy, the recursion relation (2.7) could be thought of as describing an
orthogonal polynomial set {p,(§)} in the ‘variable’ & = C{ that depends on the potential
parameters. As such, several solutions are obtained at one special value of the energy
but for a set of potential parameters (the parameter spectrum) that could be calculated by
several methods, for example, from the zeros {.é,,}f:’:_o1 of py(§). The advantage of this
interpretation will become clear when we discuss problems related to this class in sections 4
and 5.

To give a clear and simpler physical interpretation, we make a transformation into a
new complete set of L? basis {),(x)} such that the corresponding expansion coefficients in
Ve(x) =Y, gn(e) xn(x) satisfy the following symmetric three-term recursion relation

86],1(8) = auQqn (8) + bnflqnfl(g) + anIn+1 (8)1 (25)/

Coqn (&) = nqn(€) + cn—1Gn-1(€) + caGns1(£), @7

where it is assumed (in non-degenerate representations) that b, # 0 and ¢, # 0 for all
n [5]. These two relations could easily be obtained from (2.5) and (2.7) by the mapping
qn(e) = Q,pu(e), which implies that 2y = 1 if we take g9 = 1. Moreover, in this new
representation the Hamiltonian matrix for the diagonal case (or the ‘Hamiltonian-equivalent’
matrix for the off-diagonal case) becomes tridiagonal and symmetric (i.e., Hermitian). This
is the most significant property in the new realization given by (2.5)" and (2.7)'. It will guide
our development and base it on sound physical principles. For the diagonal representation,
the action of this map on (2.5) gives

n 1
b:=dtd .|, Qi1 = l_[m:o (d}/d,.,)? and () =2 ', (x).  (2.9)

On the other hand, for the off-diagonal representation we obtain

d++8 d . N o =+

HOES @ ,) " a (2.10a)
d; (dn+1 +£), o=—u,
1
" (dr+e)/d ], o=+
Qi (e) = [To-o [ +2)/ "“”]l a (2.10b)
[Thzo [d5/(dyy + )] o=—u

and x,(x,e) = Q;l(s)qbn(x), which makes the new basis elements in the off-diagonal

representation (except for xo) energy-dependent. The three-term recursion relation (2.5)
could be written as h|g) = ¢|g), which is the matrix representation equivalent of the wave
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equation (H — E)|¢¥g) = 0 and with the following infinite tridiagonal symmetric Hamiltonian
matrix

ap bo
b() ay b] 0
b] as b2
h= by x x . 2.11)
X X X
0 X X X
X X

On the other hand, we can write the recursion relation (2.7) as h|q) = Cylg), which is also
equivalent to the wave equation but with the following ‘Hamiltonian-equivalent” matrix

ap  co(e)
coe) a  ci(e) 0
ci(e) da  ca(e)
h(e) = o) X X . (2.12)
X X X
0 X X X
X X

The condition of existence of nontrivial solutions to the recursion relations is that det[J(e)] =
0, where J(¢) is the tridiagonal matrix operator defined by writing the recursion relations
(2.5) and (2.7) in a matrix form as J|g) = 0. The solution of this equation (i.e., roots of
|(e)]) is one of the methods for obtaining the energy spectrum {g,}°2 .

As stated above, a given arbitrary set of parameters {A(), AL, By, B+, Cy, Cl} does
not guarantee an exact solution of the three-term recursion relations (2.5) and (2.7) (or,
equivalently, (2.5)" and (2.7)"). However if, for a given positive integer N, the condition
that by_; = 0 or cy_1(e) = 0, for all ¢, could be satisfied by these parameters then the
matrix representation as given by equations (2.11) and (2.12) will be completely reducible
into two components. One of them is finite and associated with the N x N submatrix (top-
left corner) of 4 or i and the other is infinite and associated with the remaining infinitely
long tail of these matrices. Under certain conditions the finite component becomes real and
completely solvable whereas the infinite component might still be unsolvable. Therefore,
the whole problem belongs to the quasi-exactly solvable class. In the following section we
investigate this situation for the diagonal representation (o = 0) and give some examples. The
off-diagonal representation will be discussed in sections 4 and 5 for 0 = —p and 0 = +pu,
respectively.

3. The diagonal representation (o = 0)

In this representation the three-term recursion relation (2.5) or (2.5) results in a set of
orthogonal polynomials in the energy . That is, there exist a positive measure p(e) such
that f 0(€)qn(&)gm(e) de = §,,,,. Equivalently,

/P(g)Pn(g)Pm(g) de = Q;28nm~ (31)

The condition by_; = 0 is equivalent to either dy,_, = 0 or d5; = 0. This gives a constraint
on the parameters {A_, B_, C'} or {A,, B,, C!}, respectively, resulting in only special
permissible values for some of the physical parameters for obtaining the quasi-exact solutions.
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Moreover, with by_; = 0 the recursion relation (2.5)" results in all polynomials gy, ()
having the common factor gy (¢). That is, we obtain the factorization

qN+n (&) = qn(€)Gn(e).

This could easily be verified by noting that the recursion relation (2.5) forn = N gives

gn+1(8) = [by' (e — an)lgn (e).

Thus, all subsequent polynomials will have gy (¢) as a common factor. This observation has
already been reported elsewhere in the literature (see, for example, page 6 of [4]). Now,
since b, does not vanish for all n except when n = N—1 and since b? is real, then generally
the condition by_; = 0 makes b> change sign as n jumps from N—2 to N. Consequently,
if the parameters of the problem are chosen such that b> > 0 forn < N — 2 (or, b> < 0
for n > N), then {b,<y_>} become real and {b, >y} become pure imaginary. Moreover, the
matrix representation of the Hamiltonian shown in (2.11) becomes completely reducible as
the direct sum 7 = hé\’ @ hY, where h(])V is the finite N x N real symmetric tridiagonal matrix,

ap bo
by a1 b 0
by ay by
hy = b, X X (3.2)
X X X
0 X ay—a by
by_y ay_i

and hf’ is an infinite-dimensional complex tridiagonal matrix,

ay bN
by an+1 bysi 0
byi1 any2 byi2
hY = byya X X ) (3.3)
X X X
0 X X X
X X.

Consequently, the three-term recursion relation (2.5) splits into two disconnected and
independent relations. The finite relation reads as follows:

€qn(€) = anqn(€) + by_1Gn-1(&) + buqns1(€), N—-1=2n2>21 (34
with gop = 1 and the initial relation

&qo(e) = aoqo(€) + boqi(e).
Due to the fact that by _; = 0, the end relation (n = N—1) of (3.4) becomes

eqn-1(&) = ay-—19n-1(€) + bn_2gn-2(8).

The other infinite recursion relation could be written in terms of an independent set of
polynomials g, (g) := gy (€) as

140 (€) = 1nGn (&) + by 1Gn—1 (&) + buGuir (2), n=1 (3.5)
where a4, = a,+y and B,, = 1by,, are real. The initial relation is

ieGo(e) = i@oGo(e) + bogi ().
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Therefore, the real solution space of the problem collapses into a finite N-dimensional space.
On the other hand, we now show that the infinite subspace has zero norm states. This statement
could be verified by studying the relation between the two bases which is given as ¢, = @2, p,
(or, x» = 2, '¢,). Now, if dy,_, = 0 then the formula for €2, given in equation (2.9) shows
that ,>y = 0 making g,>y = 0, whereas if d; = 0 then Q;;N = 0 giving x,>y = 0.
Consequently, the infinite series expansion of the total wavefunction v, (x) in the {x, (x)} basis
truncates into only the first N terms. Physically, this could also be understood by studying an
illustrative model in which Ag = By = 0 and with a trivial constant shift in the energy by
—Cy (thus, a, = 0). In such a model the matrix representation of the wave equation in the
space spanned by {x,} -, becomes equivalent to the recursion relation

i£4n(8) = bu—1Gn-1() + buGur1 (o).

This implies that a real solution exists for pure imaginary energy (i.e., ¢ — —i¢). Therefore,
the total time-dependent wavefunction decays in time due to the factor e 7'#’. Thus, the steady-
state solution of the time-independent Schrodinger equation (2.1) vanishes and what survive
are only the finite N-dimensional solution space and its associated energy spectrum. This
contraction of the physical solution space to a finite N-dimensional subspace will be explicitly
demonstrated in the examples given below. Now, the energy spectrum {sn},llvz_ol could be
obtained by several equivalent methods. The following are three examples of such methods:

(1) As the eigenvalues of the N x N real symmetric tridiagonal matrix /) of equation (3.2).

(2) As the zeros of the determinant of the tridiagonal matrix operator J(g) = hév —el, where
[ is the N x N unit matrix.

(3) As the N real roots of the polynomial py (¢).

The last one provides another insight into the physical space contraction, at least for some
special values of the energy. Due to the factorization py., (&) = py(€) p,(¢) mentioned above,
the expansion of the wavefunction at any one of the energy eigenvalues {g, }flvz_ol terminates
after the first N terms. That is, because py (¢,) = 0, we can write

V=3 pEdn ) =Y puledn(x).

To illustrate our findings we present, as examples, two sets of quasi-exactly solvable problems
and their solutions. In this section, we are interested only in the o = 0 class. In the appendix
we give extra examples of potentials that belong to this diagonal representation subclass.

3.1. Power potentials

As stated above equation (2.4), our choice of coordinate transformation y (x) and weight
function w(y) is restricted by the important constraints listed in equations (2.4). These are,
of course, above and beyond the requirements of square integrability and compatibility with
the boundary conditions (i.e., compatibility with the domain of the Hamiltonian). As a simple
illustration, we start by reproducing the Bender—Dunne potential model [4] where y (x) = x
and w(y) =y’ e™ ’ Square integrability and the boundary conditions require that «, 8 and
y be real and positive. Moreover, we obtain the following functions in equations (2.4):

Ay)=y2 B(y) =2y *(y —apy’) (3.6a)
and
C) =y lyly — ) —aBQy + B — Dy +a?p7y*1. (3.6b)

Therefore, due to the fact that A(y) and B(y) are sums of terms proportional to y~2 and y#~2,
then we end up with three possibilities for equations (2.4):
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(1) o =—2and u = B,
2o =p—2and u = B, or
(3)o=1p—2andpu=1B.

Moreover, the potential function v(y) is chosen such that C(y) — v(y) must also be a sum
of terms that are only proportional to y° and y°**. Thus, we obtain the following three
corresponding potential functions,

(Do =-2 vy =P 4 vy 240y 2 +v3y P2, (3.7a)

Qo =p-20 vy =viy 2+’ vy, (3.7b)

By o=3p-2 v =YV vy ey Peuy Tt (370)
where vy, v, and vs are real potential parameters that are, at present, arbitrary but will
be restricted as we go. The diagonal representation (where o = 0) is obtained only in
the second and third cases with § = 2 and B = 4, respectively. The second case, where
v(x) = v1x~2 + v3x2, corresponds to the 1D harmonic oscillator problem plus an inverse
square potential barrier or to the 3D isotropic oscillator with an orbital term where v; = £(£+1).
However, the third case corresponds to the Bender—Dunne model [4] where

v(x) = 160%x° + v x 72 + vax2, (3.8a)

Bn(x) = x¥ ey, (3.8b)
The constant v3 term in the potential was absorbed in the energy. Now, equations (3.6) together
with equation (3.8a) give

Ag=A, =B =Cj=0, A_=1, B, = —-8a, B_ =2y,

C! = —=8a(y +3/2) — vy, and C’ =y —1)—nv.

Substituting these into equations (2.6) gives the coefficients for the three-term recursion
relation (2.5) as

a, =0, d'=—-Qn+y+3/2)>+v +1, and dy =8a(n+y — 1/2) +v,.

To achieve quasi-exact solvability (by_; = 0) we can either (a) take d,, = 0 by choosing the
potential parameter

vy = —8x(2N +y — 1/2),
or (b) take d},_; = 0 by choosing the potential parameter
v =CN+y)2N+y —1).

The corresponding recursion relations become
@  epa(e) = —=16a(N —n)p,1(e) — [@n+y +3/2)> = vi — {]puni (&), (3.9a)

(b)  epn(e) =Ban+y —1/2) + v2lpu-1(e) +4(N —n — D(N +n+y +1/2) ppr1(e),
(3.9b)
wheren = 1,2, ..., N — 1. The parameters in [4] correspond to case (a) with

Ol:%, N:J, Ulzy()/—l), and y:2s—%’
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where sisreal and J = 1, 2, .. .. Therefore, the resulting three-term recursion relation (3.9a)
reads as follows,
epn(e) = —4(J —n)pu—1(e) — 4+ 1)(n +2s) ps1 (¢), J=22n2>1 (3.10)

which is identical to the recursion relation of equation (6) on page 7 of [4] for the Bender—
Dunne polynomial

[(=4)"n!T(n +2s)]pn(e).

Using the values of d and d; one can evaluate €2, for this problem as shown in
equation (2.9). Thus, we can write the orthogonality relation (3.1) for these two-parameter
polynomials that satisfy (3.10) as

T'(J)T(2s)
n! T(J —n)T(n +2s)

which is identical to equation (12) in [4]. Now, due to the gamma function, I'(J — n), in
the denominator, the norm of p,(e) vanishes for all n > J. Consequently, the expansion
Ve = > Pn, terminates to the first J terms resulting in a normalizable wavefunction. This
is a verification example of the statement made below equation (3.5) that the physical solution
space for quasi-exactly solvable problems collapses into a finite N-dimensional subspace
whereas the remaining infinite one has zero norm states. Further details about this system
could be found in [4].

One should also make note of the new quasi-exact solution, which is associated with case
(b) for the related potential model

v(x) = 160°x8 + QN +y)2N +y — Dx 2+ v2 x2, (3.12)

/p(g)Pn(g)Pm(S) de = 3nmv (311)

where v; is a continuous parameter restricted by the reality of the representation (b2 > 0 for
all n < N — 2) to be larger than the critical value ¥ = —4wa(2y + 3). For positive values it
could be interpreted as the square of the oscillator frequency. Interpreting the second term in
potential (3.12) as the orbital £(¢ + 1)/x2, we conclude that the choice for N is restricted by
N < %(Z + 1) so that y maintains positivity. Writing v, as D + 16 « £ with & > 0 and then
substituting the values of ;" and d, from (3.9b) into equation (2.9) we obtain an expression
for 2, which when used in (3.1) gives the following orthogonality relation for the energy
polynomials of this problem
I'(N—n)'(N+y+1/2)T'(n+§&)

/P(e)Pn(g)Pm(??)ds=(401)n F(N)F(N+n+y+1/2)F(£;‘) Snms n,m<N—1.
(3.13)

For a given integer N the energy spectrum, {s,,}flvz_ol, could be obtained as the roots of the
characteristic polynomial |h6v —el | (i.e. solution of det[J(e)] = 0). For example, for N = 2
and N = 3 we obtain

e = +8/a(y +5/2), and e =0, +8/a/EGBy +23/2)+y +9/2,

respectively. Further analysis of these polynomials, their weight function and associated
moments, etc will not be pursued here but will be left for an appropriate mathematical setting.
Nonetheless, we give here a sample graphical illustration. Figure 1 shows the weight function
p(e) for N = 10 and for a given set of values of the physical parameters. The ‘analytic
continuation” method developed in [6] was used in the evaluation of this weight function.
Figure 2 is a plot of few low degree polynomials where we also show the corresponding
energy spectrum for N = 7.
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Figure 1. The weight function p(¢) associated with the orthogonality relation (3.13) for N = 10,
o= %, y=1land v, = % (ie., & =11/8).

Figure 2. Plot of a few low degree polynomials satisfying the recursion relation (3.96) with the
same physical parameters as those in figure 1 but for N = 7. The energy eigenvalues {sn}fl:() are
indicated by filled black circles on the energy axis.

3.2. Exponential potentials

As a second example, we take y(x) = e~* and the weight function is the same as above,
w(y) =y’ e’ Consequently, we obtain the following functions in equations (2.4)

A(y)=1, B(y) =2y+1—2aBy”, (3.14a)
and

Cy) =y>+a?By* —aBy + p)yF. (3.14b)

Therefore, A(y) and B(y) are sums of the monomials y° and y#. Thus, we end up again with
three possibilities: (1) o =0andu=8,2)c =u=pBor3)o =pu= %,3. Moreover, the
potential function v(y) is chosen such that C(y) — v(y) must be a sum of the monomials y°
and y°*# only. Therefore, we obtain the following three associated potentials,
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() o =0: v(y) = 282y +viyP +vay 7P, (3.15q)
(2) o =Bt v(y) = v1y” + vy, (3.15b)
B o=3p v =By +uy’ +voydf (3.15¢)

where v; and v, are real parameters. The second case corresponds to the Morse potential [7].
The third case is a generalization of the Morse potential «?82 e 2% + v; e ¥ (the decaying
exponential and its square) that includes the square root of the exponential e 2hx, However,
these two cases belong to the off-diagonal o = +u class which will be discussed in section 5.
The diagonal case is only the first one for which the potential function reads as follows,

v(x) = a?B2e P v e P r v e, (3.16)
which is a combination of the Morse potential and an exponentially rising term. Now,
equations (3.14) together with equation (3.16) give

Ap=1, AL =0, By=2y+1, By,=-2af, B_=0,

Cy =72 Cl=—aBQy +pB) — v, and  C’ = —u,.

Inserting these values in equations (2.6) gives the coefficients for the three-term recursion
relation (2.5) as

ap = _(,Bn + y)2$ d; = U2, and dn_ = 20{ﬁ2(” - % + J//ﬁ) + U

To achieve quasi-exact solvability (by_; = 0) we should either make d};_, = 0 by choosing
vy = 0, which reduces the problem to the Morse potential, or make d,, = 0 by choosing the
potential parameter v, as

v = —2aB*(N — 3 +v/B), (3.17)
with N = 1,2, 3, .... Adapting the latter choice leads to the following recursion relation,

epn(e) = —(Bn+y)’pu(e) — 20> (N — n)pu_1 (&) + v3 pusi (&), (3.18)
wheren =1,2,..., N — 1. Choosing v, < 0 makes {b,<y—»} real and the problem becomes

quasi-exactly solvable as explained above. We can simplify (3.18) by rescaling length (i.e.,
A) and the parameters of the problem as follows:

x— B x, e— B%, y — By, and v, — By, (3.19)

which is equivalent to making 8 = 1. As aresult, the potential function will take the following
form,

v(x) =a?e ™ —2a(N+y —1/2)e ™ —ge™, (3.16)’

where we have written v, as the negative of a real parameter £ > 0. Moreover, the recursion
relation (3.18) will be recast as follows:

epn(e) = —(n+y)’pa(e) = 2a(N — n)p,_1 (&) = Epusi (&) (3.18)’

Substituting the values of d} and d; into the product formula for 2, in equation (2.9) we can
write the orthogonality relation for these polynomials as

P (&) pa(E) pu(e) ds = 2afE) — )5 (3.20)
I'(N —n)

This is another example showing that the physical solution space collapses into a finite V-
dimensional subspace since the remaining infinite one has zero norm states as evidenced by
the vanishing of the norm of the expansion coefficients, p,(¢), for all n > N. Now, the
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Figure 3. The weight function p(¢) associated with the orthogonality relation (3.20) for N = 20,
a=&=20andy = 1.

150

Figure 4. Few of the low degree polynomials satisfying the recursion relation (3.18)" for the
same physical parameters as those in figure 3 but for N = 7. The energy eigenvalues {‘&‘n}g=0 are
indicated by filled black circles on the energy axis.

energy spectrum {e, }’11\/:701 could be obtained by any one of the three methods stated above. For
example, taking N = 1, we obtain ¢ = —y?2, whereas for N = 2 the two eigen-energies are

e=—1—y+D £V +1/2)2+20ak.

Analysis of the properties of the polynomials satisfying (3.18)" will not be carried out here but
will be pursued in another more appropriate future setting. Nevertheless, we give in figure 3
a plot of the weight function p(e) for N = 20 and for a given set of values of the potential
parameters. Figure 4 shows a few of these polynomials and the associated energy spectrum
for N = 7. Next, we turn attention to the off-diagonal representation where o = 4.
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4. The off-diagonal representation (o = —pu)

As stated in section 2, the energy polynomials p,(e) in this representation are of degree

(degree %) for even (odd) n. The three-term recursion relation (2.7) in this case with

n
2
o = —u reads as follows:

Cypn(€) = anpn(e) + (d, +&)pu_1(€) +d; pps1(€). 4.1)

One is to observe the curious appearance of the polynomial variable ¢ in the factor multiplying
pn—1 rather than p,. This property together with the normalization py = 1 is, in fact,
the reason behind the behaviour of the degree of these polynomials. Additionally, these
polynomials cannot form an orthogonal set with respect to any positive measure. One can
prove this assertion by a counter example as follows. If one assumes that such positive
measure, p (&), exists then we could write

/p(s)pn (&) pm(e) de ~ 8.

Now, taking n = 0 and m = 1 shows that f p(e)de = 0 since po(e) and p;(¢e) are constants.
Thus, p(e) cannot be positive definite. Now, according to the general formulation above, the
quasi-exact solvability condition in the off-diagonal representation is cy—_;(g) = 0 for all ¢.
In the 0 = —p case this condition is equivalent to either dy,_, = 0 or dy, + ¢ = 0. The
first one restricts some of the physical parameters in the set {A_, B_,C E} to N-dependent
fixed values. The second one gives a solution of the problem at only one value of the energy
& = ey = —d; other solutions are obtained by varying the value of N over the desired range
in N = 1,2,.... Moreover, a real finite representation is obtained only if c,zl(e) is positive
for all n < N — 2. This is an energy-dependent constraint that might not allow for physical
solutions below or above some energy threshold, £. Due to this highly nontrivial property, one
may not be able to make further general observations about problems in this class but ought
to study each one individually. Now, if all conditions of quasi-exact solvability are satisfied
then the Hamiltonian-equivalent matrix shown in (2.12) becomes completely reducible as the
direct sum

T _ PN PN
h=hy ®h.
hY is a finite N x N real symmetric tridiagonal matrix, whereas /% is an infinite-dimensional

complex matrix. Now, the condition of existence of nontrivial solutions to the recursion
relation (4.1) is det[J(e)] = 0, where

(&) = hi () — Co1

and J|g) = 0. This condition gives the energy spectrum {8’1}5;01 for the case when the

solvability requirement is d3,_, = 0. However, for the alternative solvability requirement

e =¢ey = —dy,

det[I(eny)] = 0 gives in principle N possible values for the physical parameters that are
compatible with the solution of the problem at the energy ¢ = ¢y. These parameter values are
elements of the set that we refer to as the ‘parameter spectrum’.

We limit the illustrative examples to those in subsection 3.1 above where ¢,(x) =
x? e~ xin and with all parameters real and positive. Another non-exhaustive list of potentials
in this subclass is given in the appendix. The quasi-exactly solvable potentials that belong to
this subclass (o = —pu) are obtained from equations (3.7a)—(3.7¢) as follows:

() o=-2,=2: vix)= 40’ x> +vix 2 + v3x_4. (4.2a)
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2 o=-1,=1 v =vix >+vx L (4.2b)

3) o=-1,=2: vx) =4*x>+vx 2 +vx" L. (4.2¢)

Case (2) corresponds either to the Coulomb problem in 3D with non-zero orbital term or to
the 1D hydrogen atom [8] with an inverse square potential barrier. This is an exactly solvable
problem. Of course, all exactly-solvable problems are quasi-exactly solvable, but the reverse
is not true. Now, cases (1) and (3) are highly significant and interesting. Case (1) is for the
oscillator potential plus the highly singular inverse-quartic potential [9]. In this case and if we
write v; = £(£ + 1), where £ is the angular momentum quantum number, then the coefficients
for the recursion relation (4.1) are:

Cl=—U+y)l—y+]D), Gy = —4n(n+y —1/2),
dy = s, and d- =4an+y —3/2)
giving
E+y)l—y+Dpue) =dnn+y —1/2)p,(e)
—[4a@n+y —3/2) + €lpp—1(€) — v3 ppai (€). (4.3)

However, the quasi-exact solvability condition, cy_;(g) = 0, has two consequences. It either
requires v = 0 or

e=¢ey = —4a(2N +y —3/2).

The first choice reduces (4.3) to a two-term recursion relation of the harmonic oscillator
problem, which is well known and exactly solvable [10]. The second makes the problem
(quasi-exactly) solvable at only one value of the energy, ¢y, but for several values of the
potential parameter v that must satisfy the equation det[I(ey)] = 0. To obtain the larger set
of solutions one must vary the value of the positive integer N. Now, it should be obvious that
det[J(en)] = 0 gives a maximum of N permissible values for v (the parameter spectrum).
However, a real representation, in the subspace { X,l}flvz_ol, is achievable (i.e., cﬁ (ey) > O for
n < N — 1) only for negative values of v3. Therefore, if we write v in terms of a real
parameter £ as v3 = —2a £2 then we can recast relation (4.3) with ¢ = ey in terms of the
polynomials {g,} defined in section 2 as follows:

1
m(2n+ y+0Qn+y —€—=1Dgu) =vN —ngu1(E) +vN —n—1¢,1(§). (4.4)

If we choose y = ¢ + 1 then an analysis of this recursion relation shows that det(J) = 0
results in symmetric £ roots, one of them is always & = 0 with multiplicity two. It also gives
N — 2 (N — 3) nonzero roots for even (odd) N, respectively. As examples, for N =4, N =15

we obtain
af =+ /6(0+3)(¢+1),

ae =223+ 3)(e+ D(e+3)/(56+ %),
respectively. These two cases constitute the lowest nontrivial solutions for the potential (4.2a)
with

v =L +1), v3 = 20 &2
and at the energies
e = —4da(l+15/2) and e = —4da(l+19/2),

respectively.
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Case (3) is uniquely significant due to the fact that it is a new attempt (among very
few) to obtain exact solutions to this interesting problem that combines the two most popular
potentials in quantum mechanics; the oscillator (with frequency 2«) and Coulomb (with charge
v3) [11,12]. Using equations (3.6) and equation (4.2¢) we obtain the following recursion
coefficients,

Cl=-v3, a,=0, di=—-(n+y+ 1/2)2+i+v1, and d, =4a(n+y —1/2)
giving

v3 pu(e) = —lda(n+y —1/2) +elpu_i(e) + [(n+y +1/2)* — § = vi] panr (o). 4.5)
This is identical to the recursion relation obtained for the same problem by Alberg and Wilets
in [12] as equation (12) on page 9 with v; = £(£ + 1). In the notation of [12]:

v3=2A, y=~L+1, «a=c/2, and & — —2e¢.
Now, one of the two quasi-exact solvability conditions (d;{,_l = 0) dictates that
v =N+y)(N+y —1),
and maps (4.5) into
v3 pu(€) = —[4a(m+y —1/2) + elpu—i(e) = (N —n — D(N +n +2y) pus1(8). (4.6)

Moreover, reality of the representation (i.e., c2(¢) is positive for all n < N — 2) requires that
the energy be above the threshold & = —2«/(2y + 1). The energy spectrum could be obtained
as solutions of det[JI(e)] = 0. For example, when N = 2, we obtain the energy eigenvalue

e=—2a2y +1)+v3/2(y + D).
On the other hand, if N = 3 then

60 v% / 2
e =— y+DRy+3)+ .
3y +5 3y +5
Now, the other solvability condition (d +& = 0) shows that a quasi-exact solution is obtained
at the energy

e=¢y=—4a(N+y —1/2),
which is equation (13) in [12]. But in this case the permissible values for the potential
parameter v3 must satisfy the equation det[J(ey)] = 0. Writing v; = £(£ + 1) and repeating

the same analysis that was done above for the potential (4.2a) with ¢ = ey leads to the
following recursion relation in terms of the polynomials {g, }:

v3¢u(3) = 2Va(N —m)(n+y + O +y — €= 1) gu1(v3)

+2/a(N—n—Dn+y +L+D@m+y — 0 gu (v3). 4.7
Reality of the representation requires that y > £ + 1. Moreover, det(J) = 0 for this recursion
relation produces the parameter spectrum which consists of N real values for the potential

parameter v3 symmetrically distributed around v3 = 0. For N = 2 and N = 3, where the
energies are

e =g =—4a(y +3/2) and e =¢&=—4a(y +5/2),
these values are
v; = £2/a(y + L+ 1)(y — £) and v3 =0, +2a7/y(3y +5) — 3¢ + 1) + 2,

respectively. For further analysis and details of the solution of the problem the reader may
consult [12]. Next, we investigate the subclass of the off-diagonal representation where
o =+/.
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5. The off-diagonal representation (o = +p)

The expansion coefficients of the wavefunction in this subclass satisfy the following three-term
recursion relation:

C(l))pn(s) = Zlnpn(s) + dn_pn—l (5) + (d; + 8)pn+l (5)7 nz= L. (51)

The appearance of the recursion variable ¢ in the factor multiplying p,.; rather than p,
together with the normalization py = 1 is the reason that these are not polynomials but
ratios of polynomials. However, if the quasi-exact solvability condition is satisfied and the
normalization is changed from py = 1to py_; = 1, then we can reverse the recursion process
in (5.1) by rewriting it as follows,

Pa(e) = —(dyy) " [ann1pan &) + (dfy + &) pa(®)], n=N-2,N=3,....1, (52

and with py = 0. This relation should be supplemented by the initial relation of (5.1) that
reads

po(e) = —[(d] +¢) [ao]p1(e).

which is the final relation for (5.2). Consequently, the polynomials p, (¢) in this representation
with the choice of normalization py_; = 1 are of degree ¥ ’;’1 (degree N ’;”2) for odd (even)
N—n,wheren =0, 1, ..., N—1. One should observe that the choice of normalization in (5.1)
is arbitrary but has to be fixed once and for all. This is due to the fact that a solution of (5.1) is
unique modulo an arbitrary nonzero function of ¢ that is independent of n. We took py_;(¢) as
the arbitrary function. One can also show that in this subclass, and similar to the previous one
where o = —pu, these polynomials cannot form an orthogonal set with respect to any positive
energy measure. Moreover, the quasi-exact solvability condition d), = 0 restricts some of
the physical parameters in the set {A+, B., Cﬁ} to only discrete values. The energy spectrum
could be obtained by the requirement det[J(¢)] = 0, where again J(¢) = fl(’}' (¢) — CyI and
Jlg) = 0. On the other hand, the alternative solvability condition, d},_, + ¢ = 0, gives a
solution at & = ey = —dj,_, while restricting the problem parameters to satisfy the constraint
det[I(en)] = O (the parameter spectrum). To obtain a larger set of solutions, one varies the
value of the integer N. The real representation requirement (that is, ¢2(¢) is positive for all
n < N — 2) could force an energy threshold on the physical solutions. Moreover, complete
reducibility of the representation and reduction of the solution space is similar to that in
the previous section. Illustrative examples will be limited to those problems presented in
subsection 3.2 of section 3 where y(x) = e™". Other examples in this subclass are given in
the appendix.

Among the three potentials in subsection 3.2 above, the only interesting one which belongs
to the off-diagonal representation o = +u is (3.15¢) witho = u = % B and for the following
generalization of the Morse potential

v(x) = a?BPe P pue P 4o, e 2P, 5.3)

Nonetheless, potential (3.15b) does belong to the subclass ¢ = +u but is not of interest to
our study since it corresponds to the exactly solvable S-wave Morse potential. Now, rescaling
length and the problem parameters as done in (3.19) will have the equivalent effect of choosing
B = 1. Thus, the coefficients of the recursion relation (5.1) associated with the potential (5.3)
are:

Cl=-v, a =0, d =-1n+2y+1), and d; =a(n+2y)+v.

n

Moreover, the quasi-exact solvability condition dy, = 0 requires that v; = —a(N +2y) giving
V2 pu(e) = a(N — n)pa_i(e) + [1(n + 2y + D — &] pusi (o). (5.4)
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Requiring reality of the representation (that is, ¢2(¢) is positive for alln < N —2) dictates that
the energy should be below the threshold € = (y + 1/2)%. As stated above, the energy spectrum
could be obtained in this case as a solution of the characteristic equation det[3I(e)] = 0. For

example, with N = 2 we obtain
e=(y+1/2"=vj/a,

whereas for N = 3 the result is
e=2(y+1/27+ 1y + 1) — 3 [3a.

On the other hand, the alternative solvability constraint d5,_, + & = 0 gives a solution of the
problem at the energy

e=¢ey = (y+N/2)°.

In this case, the expansion coefficients of the wavefunction at this energy could be thought of
as polynomials in the potential parameter v, of degree n and satisfying the three-term recursion
relation

=0y pa(v2) = [@(n +2y) + vi]pu1 (V) + F(N —n = D(N +n+4y + Dp,a(v2).  (5.5)

Reality of the representation requires that v; > —a(2y +1). Moreover, det[J(¢y)] = O relates
N values of the two parameters v; and v, (the parameter spectrum) for obtaining a solution at
& = gy. As examples, if we write

v = —ay + 1)+,

with & > 0, then fore = ¢, = (y + 1)? a solution is obtained for
v; = af(y +3/4),

whereas for ¢ = 3 = (y +3/2)? a solution is obtained for
v = al26(y + D+ €+ D(y +5/4)].

In the appendix we list, without giving details, a few other examples of quasi-exactly solvable
potentials indicating the class and subclass to which they belong. The square integrable basis
and associated recursion relations are also given for each potential.

6. Conclusion and perspectives

Using a discrete square integrable basis that satisfies the boundary conditions, we construct a
solution space of the wave equation. We require that the action of the wave operator on any
element of the basis is a combination of one-step raising and lowering operations. This makes
the wave equation equivalent to a three-term recursion relation satisfied by the expansion
coefficients of the wavefunction (equations (2.5) and (2.7)). Moreover, the resulting matrix
representation of the wave operator becomes tridiagonal. By transformation into a new basis,
the recursion relation becomes symmetric (equations (2.5)" and (2.7)"). Imposing a simple
condition (by_; = 0 or cy_; = 0 for a given integer N) results in the complete reduction of
the solution space into finite and infinite components. Proper reality constraints (e.g., b2 < 0
for n > N) make the finite representation Hermitian and exactly solvable whereas the infinite
representation becomes complex and is associated with zero norm states. The finite exact
solution is either one of the two kinds. We obtain either the standard quasi-exact solution,
which is associated with part of the energy spectrum at a specific value of the potential
parameters, or a new class of quasi-exact solutions at one given value of the energy but for a
set of values of potential parameters (the ‘parameter spectrum’). To obtain a larger solution
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space in the latter class one could vary the energy by simply changing the value of the integer
N. The work in this paper presents a unified treatment for these two classes of solutions. It
also exploits the well-established mathematical tools associated with the theory of orthogonal
polynomials in obtaining the analytic solutions. Several non-exhaustive examples are given
to illustrate the utility and applicability of the formulation.

One final remark is that these developments could also be extended to relativistic quantum
mechanics in a straightforward manner. Currently, work is in progress to implement the same
approach to the Dirac equation with various potential couplings including vector, scalar and
pseudo-scalar.
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Appendix. Further examples

No general criteria were given for the selection of basis in the wavefunction expansion,
beyond square integrability and compatibility with the boundary conditions, except for the
requirements listed as equations (2.4). Nonetheless, it is easier to give an ansatz for the weight
function w(y). Typically, for a system with bounded configuration space, x € [x_, x,], it
could be written as

w(y) =y (1 —y)*(1L+y)’

with some conditions on the real parameters «, 8 and y. This could always be done by
rescaling to x € [—1, +1]. On the other hand, for an infinite or semi-infinite coordinate space,
the weight function could be written as w(y) = y” e’ witha proper choice of parameters.
However, it is more difficult to propose a coordinate transformation function y (x) that would
be compatible with the requirements in equations (2.4). Nevertheless, we will attempt to give
a particular formal solution as follows. Equation (2.4a) could be rewritten as

dy

Fri y\/Aoy" + A Yot + A_yo Tk, (A.D)
Let us assume that we can write

(1) Foro =0: Ag+ A y™ + A_y " = (toy"/? + noy M/*)?, (A.2a)

(2) Foro =+u: Agy™ + Ay + A = (t.y* + )% (A.2b)

(3) Foro = —u: Agy “+ A, +A_y 2 = (p_y " +1)2, (A.2¢)

for some parameters {7, T+, 170, 7+ }. Then y (x) could be written as solutions to the following
nonlinear integral equations:

I

(1) Foro =0: rofy“% dx+no/y1’fdx =y, (A.3a)

(2) Foro = +u: r+/yl+“dx+n+fydx =y, (A.3b)
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(3) Foro =—u: r/_/‘ylf“ dx+r_/ydx =y, (A.3¢)

respectively. However, lacking the experience in the solution of such equations we will be
contented with a trial-and-error scheme in proposing the following two sets of examples.
Each set starts with a choice of basis followed by a list of all non-empty classes of quasi-
exact solutions corresponding to o = 0, . For each class we give the associated potential
function and coefficients of the three-term recursion relation. Subsequently, the two solvability
constraints are imposed and the specific recursion relation for that subclass is written down
explicitly. Additionally, the orthogonality relation is given for each case that the polynomials
form an orthogonal set. Reference is made in the examples to the following N x N tridiagonal
symmetric matrix:

Jo ko
ke 1 ki 0
ki o ke
J = k, x X (A.4)
X X X
0 X jn-2 knoa
kn—2  Jjn-1

Examples (I): y(x) =1 —¢™, o(y) = y"(1 — y)*: x € [0,00] = y € [0, 1]
o U V2 .
(Il) 0O =—N= 1’ U()C) - | —e—x + (1 _ e—x)2 -

Co=—-2y(y+a—1/2) —v; (A.5a)
dp =2n(n+2y +a — 1/2) (A.5b)
df=—n+y+1/2+v,+1 (A.5¢)
d-=—(m+y+a—1)> (A.5d)

LI dy_ =0 vm=N+y)(N+y —1):
—vipa(e) =2+ y)(n+y +o — 3)pale)

+(N=n—=D(N+n+2y)pu(e) +[e — n+y +a — D*p,_1(e). (A.6)
Energy spectrum is a solution of det[J(¢)] = 0, where

j,,:v1+2(n+7/)(n+y+a—%) (A.7a)

k2=(N—n—1D(N+n+2y)e—(n+y+a)] (A.7b)
I12)e=—dy > en=—dy=(N+y+a—1D> > N+y)(N+y —1)=1:
—v1pa(v) =2+ Y)(n+y + o — 1) p) + (N —n — DN +n+2y) + ] ppei (v1)

+(N —n)(N+n+2y +20 —2)p,_1(vy), (A.8)
where v, = ¥ + £2.
Parameter spectrum is v; = v (§, y, o, N) = —eigenvalues of J with
Jn=2m+y)(n+y+a—3) (A.9a)

K2=(N—n—1)(N+n+2y+2a— D[N —n—1)(N +n+2y) +£] (A.9b)
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_ TN =) (N +2y +2a —1)

fp(vl)pn(m)pm(m)dm =(-) TN +n+2y +20 — 1)

F'n+y+t+1/2)T(n+y —1+1/2)
T T +t+1/2T(y —7+1/2)

87[}’}’1 ’ (A. 10)

where 7 = \/(N+y —1/2)2+&2andn,m < N — 1.
Examples (II): y(x) = sech(x), w(y) = y” (1 — y*)*?: x € [0, 00] — y € [0, +1]
IL.1)o =0, u =2,

v(x) = a(e — Desch(x)? + vysech(x)? + v, cosh(x)? |

a, = 2n+7y)? (A.11a)
d" =, (A.11b)
d; =Qn+y+a—DQ2n+y+a—2)+uv (A.11c)

(I.1.1) dy_; = 0 — v, = 0: exactly solvable Poschl-Teller.

(II12)dy =0— vy =-QN+y+a—1DCN+y +a —2)

epn(e) = —Qn+y)’ pu(€) + v2 pus1(e) —4(N —n)(N+n+y +a —3)p,_i(e)  (A12)
where v, < 0.

'(N—mI'(N+y+a—1/2)

0 m(€)de = (—4/vy)" Sm s ,m<N—1.
/p(S)p (&) pm(e) de = (—4/v2) FOVT(N +n+y +a—1/2) n,m
(A.13)
Energy spectrum is the set of eigenvalues of J with
jn=—Qn+y)? (A.14a)
ky=—4u(N—n—D(N+n+y+a—1) (A.14b)

([.2) o = = 1,|v(x) = a(e — 1)esch(x)? + vysech(x)? + vysech(x) ‘:

Cp=-u (A.15a)
d, =0 (A.15b)
dy = —(n+y+1)? (A.15¢)
d =m+y+a)n+y+a—1)+y (A.15d)

I2.1)dy =0—=vi==N+y+a)(N+y+a—1):
V2 pu(€) = (N —n)(N +n+2y +20 — D) p,_1(e) +[(n+y + 1)> — €] pasi (e). (A.16)

where e < & = (y + 12
Energy spectrum is the solution of det[J (¢)] = 0, where

o= — (A.17a)
k2= (N—n—1(N+n+2y+20)[(n+y+1)?*—¢] (A.17b)

M22)e=—dy | —>en=—dy  =(N+y)v>—-(y+a)(y+a+1)=1:

—pa(12) = (N —n — D(N +n+2y + Dpui(v2) + [(n — D(n +2y +2a) + 2] pa_i (v2),
(A.18)

where v = D +§2.
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Parameter spectrum is v; = v (§, y, «, N) = —eigenvalues of J with
Jn=0 (A.19a)
kK2=(N—n—1(N+n+2y+D[nm+2y +2a+1)+&%] (A.19b)
'(N—-—nI[(N+2y+1)
n m dvy =
/P(Uz)l? (v2) pm (v2)d vy VTN +n+2y + 1)
F'n+y+a+t+1/2)T(n+y+a—1+1/2
oty ottt Mty ra—t+1/2) A20)
F'y+a+t+1/)T(y+a—1+1/2)

where T = /(y +a +1/2)2 —&Zandn,m < N — 1.

M3)o = =2, ’ v(x) = (e — 1)esch(x)? + vy sech(x)? + vy sech(x)* |
Co=—-@+a)y+a+l)—uv (A21a)
ay =4nn+y +a+1/2) (A.21D)
dy = =Qn+y+2)° (A2lc)
d;, =wun (A.21d)

(IL.3.1) dy = 0 — v, = 0: exactly solvable Poschl-Teller.

M32)e=—dy | —>en=—dy_ =Q2QN+y)* v, >0:

—upa(v) =Cn+y+a)2n+y+a+1)p,(vi)+v2 paoi(v1)
+4(N —n—1DN+n+y+ Dpua(vr) (A.22)

Parameter spectrum is v; = v (v, ¥, @, N) = —eigenvalues of J with
Jh=0Cn+y+a)2n+y+a+l) (A.23a)
kK2 =4v(N —n—1)(N+n+y+1) (A.23b)

ZIT(NC(N+n+y +1)
P(Ul)Pn(Ul)Pm (vl) dU1 == (4/1)2) nm- (A24)

'(N—nI(N+y+1)
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